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Abstract. The online reviews not only have huge impact on consumer shop-
ping behavior but also online stores’ marketing strategy. Positive reviews will
have positive influence for consumer’s buying decision. Therefore, some sellers
want to boost their sales volume. They will hire spammers to write undeserving
positive reviews to promote their products. Currently, some of the researches
related to detection of fake reviews based on the text feature, the model will
reach to high accuracy. However, the same model test on the other dataset the
accuracy decrease sharply. Relevant researches had gradually explored the
identification of fake reviews across different domains, whether the model built
using comprehensive methods such as text features or neural networks,
encountering the decreasing of accuracy. On the other hand, the method didn’t
explain why the model can be applied to cross-domain predictions. In our
research, we using the fake reviews and truthful reviews from Ott et al. (2011)
and Li, Ott, Cardie, and Hovy (2014) in the three domain (hotel, restaurant,
doctor). The cross-domain detect model based on Stimuli Organism Response
(S-O-R) combine LIWC (Linguistic Inquiry and Word Count), add word2vec
quantization feature, overcoming the decreasing accuracy situation. According
to the research result, in the method one SOR calculation of feature weight of
reviews, the DNN classification algorithm accuracy is 63.6%. In the method
two, calculation of frequent features of word vectors, the random forest classi-
fication algorithm accuracy is 73.75%.

Keywords: Fake reviews � Stimuli-Organism-Response (S-O-R) framework �
word2vec

1 Introduction

A study by Klaus and Changchit (2017) proposed that when the Internet review
comment system is reliable, consumers’ purchase decisions reflect this system. Thus,
electronic commerce companies focus heavily on comment quality management to
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prevent malicious or fake comments from reducing the quality of the comment system
and influencing consumers’ purchase decisions.

Studies on identifying true and fake comments have used language types to extract
their characteristics, which results in over-reliance on terminology from the same batch
of data. Thus, once the data are changed to those of another batch, the accuracy of
original identification methods performing well decreases substantially. Universal
identification rules cannot be formed, and future applications are limited.

For scholars currently conducting interdisciplinary research, Li, Ott, Cardie, and
Hovy (2014) developed general rules for data collected by Ott et al. (2011). Word
calculation was implemented using language characteristic models from unigram,
linguistic inquiry and word count (LIWC), and part of speech (POS), and evaluation
rules were established combining support vector machines (SVMs) and the synthetic,
augmentative, generative, experiential (SAGE) model. Ren and Ji (2017) used an
artificial neural network (ANN) to identify fake comments. Finally, increases in
interdisciplinary accuracy were higher than those in the experiment results of Li et al.
(2014). However, no clear explanation has emerged for why words can be applied to
interdisciplinary predictions.

Aslam et al. (2019) proposed that although fake comments in the filters of Yelp
have similar language with that of true comments on the platform, the fake comments
in the Yelp filters still leave psychological tracks when written. Therefore, this study
applied psychological theories and the stimuli-organism-response (S-O-R) framework
and established a classification model applicable across disciplines. Thus, the problem
of substantially reduced accuracy during interdisciplinary identification from former
studies can be overcome.

This paper organized as follow: (1) Introduction: research background, motivation
and purpose. (2) Related work: review of scholars researches on the interdisciplinary
identification of fake comments and stimulus-organism-response (S-O-R) framework.
(3) Research methodology: content of research process in this study. (4) Research
result: two method results and discussion. (5) Conclusion and future research: contri-
bution of the study, and possible future research direction is discussed.

2 Related Work

2.1 Studies on Interdisciplinary Identification of Fake Comments

Previously, during interdisciplinary identification of true and fake comments, Li et al.
(2014) attempted to capture general differences between fake and true comments from
language usage. These differences were used to help clients make purchase decisions
and maintain the quality of platform comment systems. The three types of language
characteristic models comprised LIWC, POS, and unigram, and the two analysis
models comprised SVM and SAGE. The study applied psychological theories but
yielded unfavorable results. The maximum accuracy in the interdisciplinary section
reached 78.5%, which was much lower than predictions within the same domain. In
addition, Ren and Ji (2017) used an ANN, which presented relatively favorable
identification of subtle language characteristics for identifying fake comments. The
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general regression neural network model had the most favorable performance and
reached 83.5% accuracy in the restaurant domain and 57% in the doctor domain, which
were both higher than the 78.5% and 55% by Li et al. (2014). However, models were
established through language characteristic methods without explained reasons for
interdisciplinary identification. Therefore, this study used psychological S-O-R theory
to establish an interdisciplinary model.

2.2 Stimulus-Organism-Response (S-O-R) Framework

S-O-R theory was initially proposed by psychologist Woodworth in 1929. It posits that
environmental stimuli change people’s minds or individual statuses, and behavioral
intentions or avoidance responses are generated. With the rise of online electronic
commerce, studies have increasingly focused on stimulation from the Internet envi-
ronment on consumers’ purchases. Eroglu, Machleit, and Davis (2001) studied high
and low correlation clues influencing online consumers’ behavior. In addition, atmo-
spheric stimulation was defined as cumulative hints seen and heard on the website, such
as words, links, colors, animations, and sounds. Studies have indicated that Internet
interfaces influence the emotions and cognitive status of Internet consumers and thus
influence purchase behavior.

Apart from discussing stimulation’s influence on consumers, some scholars have
studied stimulation’s internal influence on individuals. Adelaar, Chang, Lancendorfer,
Lee, and Morimoto (2003) explored the relationship between the media’s influence on
personal emotions and impulsive purchases. The PAD (pleasure, arousal, and domi-
nance) emotional state model and ANCOVA tests were used to reveal that personal
emotions are positively correlated with impulse purchases. Menon and Kahn (2002)
discussed the Internet atmosphere’s influence on consumers’ emotions and subsequent
behavior. Experiencing pleasurable feelings when online shopping positively influ-
ences consumers’ behavior.

For Internet environments, S-O-R theory is primarily the basic structure for dis-
cussing how stimulation factors on websites influence consumers’ purchase behavior.
With changes in consumers’ purchase behavior, Internet comments have become a
factor changing consumers’ behavior and an indispensable link of the consumer pur-
chase process. With Internet comments confirmed as a factor stimulating consumers’
behavior, this paper discusses an identification model for fake comments from the S-O-
R theory framework.

3 Research Methodology

According to the study structure, to establish an interdisciplinary identification model
for comments, the following steps were conducted. Figure 1 presents the study
structure and process. First, the comment databases established by Ott et al. (2011) and
Li et al. (2014) were collected as original data of true and fake comments. The S-O-R
psychological theory was used as the background, and writers’ psychological states
when writing comments were simulated. Related weighting values were calculated, and
two methods were derived. Method 1 combines the 2015 LIWC dictionary with S-O-R
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theory and selects 14 categories of conforming dictionaries for the first comment study.
Each comment’s weighting values corresponding to the 14 categories were calculated.
To study the relationship between selected words in the comments and the 14 cate-
gories from dictionaries, this study extended to Method 2. A second interdisciplinary
identification method was conducted through frequency characteristic extraction of
word2vec word vectors to achieve the expected method results.

3.1 S-O-R Category Filter Method

The LIWC dictionary was chosen to select categories conforming to definitions from
the S-O-R framework. Gatautis and Vaiciukynaite (2013) stated that Internet elements
in a virtual environment comprise website design, Internet communication elements,
website content, and website instructions. Consumers’ purchase results are easily
influenced by website content. Comments on the Internet are also included in this. The
five sensory processes are the receiving media for users to absorb information. Con-
sequently, the perceptual process dictionary and its subcategories see, hear, and feel in
LIWC were used.

In the S-O-R framework, organism is an internal process between external stimu-
lation and final personal choice. we noted that activities include cognition, physiology,
feeling, and thought. Emotions created after an individual internalizes information
influence consumption behavior. Wolfe’s psychological theory divides an individual’s
mind into two sections: desire and cognition. From this, the creation of online shopping
experience is related to the external stimulation of individual cognition. Thus, this
study used the cognitive process dictionary and the subcategories insight, causation,
discrepancy, tentative, certainty, and differentiation.

For desire, and Kavanagh, Andrade, and May (2005) proposed that the generation
of desire often results in pleasure or unhappy emotions. Boujbel and d’Astous (2015)
defined desire as when consumers begin wanting to possess an object or behavior and
begin imagining the sense of pleasure it brings after this desire is fulfilled and the sense
of loss from when this desire is not satisfied. Because LIWC currently does not provide
emotional dictionaries related to desire, this study implemented the WordNet expansion
of desire-related dictionaries to identify hyponyms with desire as a vocabulary concept.

Fig. 1. Research process
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According to the word meaning of desire by Boujbel and d’Astous (2015), which is to
strongly feel or have a desire for something or feel unsatisfied, the first and second
desire dictionaries were constructed separately.

The response in the S-O-R framework represents the final outcomes and decisions
of consumers, who can be approached or avoided. Chang, Eckman, and Yan (2011)
defined approach behavior as positive actions or performance of an action such as
staying, browsing, and making purchases. LIWC did not have dictionaries for reac-
tions; therefore, the action dictionaries provided by Jeff Gardner were used to represent
dictionaries of the reaction category.

3.2 Method 1: S-O-R and the Characteristic Weights of Comments

Before calculation, the comments underwent world pretreatment by the Natural Lan-
guage Toolkit in Python. To pretreat English word exploration data, mostly stemming,
lemmatization, normalization, and noise cancellation were implemented. In this study,
only noise cancellation was adopted. Symbols or numbers that may have interfered
with the analysis were deleted, all capital letters were converted into small letters, and
words were segmented. The former three treatments were not adopted because the
authenticity, writing styles, and words used in manual writing were hoped to be
reserved in this study.

The characteristic weight values of every article were those calculated for the 14
categories selected from LIWC by using S-O-R theory. Consequently, 14 weight
values resulted for each comment. This study used the R language to calculate values as
fractions. The numerator was the number of words from a single category dictionary
appearing in one comment, and the denominator was the total words used in that
comment.

3.3 Method 2: Frequency Characteristics of Word Vectors

In Method 2, the relationship between words used in each comment and the 14 cate-
gory dictionaries were discussed. Accordingly, the frequency characteristics of word
vectors were developed. Word2vec was used to generate word vectors. After neural
network training to learn a large number of articles, word2vec can simplify words into
vectors in space. Thus, distances between vectors can be combined with the quality
“words with close semantic meanings are also close in space” to represent similarity
levels between word semantics.

The word2vec training database used in this study is an open English database
downloaded from Wikipedia. Wikipedia data was downloaded in the xml format and
converted into the text format. In addition, Python was adopted to train 300-dimension
word vectors, and 1,500,000 words were ultimately trained. After the training was
complete, every word could be expressed as a vector composed of 300 dimensions.

The average word vectors of a single comment and category were calculated using
the word2vec word vector method. First, trained word vectors were used to calculate
Euclidean distances between all words in one single comment and all words in a
category. Then, the average word vector of one category could be calculated by
measuring the average of all values. In addition, an extra cell, characteristic word
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extraction, was added. It can be a fake weight keyword or a truth weight keyword, and
thus one weight word can be given according to the comment content. When con-
ducting the classification algorithm, the S-O-R and comment characteristic weights
from the original Method 1 were added with the word vector frequency characteristic
values from Method 2.

4 Research Results

4.1 Data Collection

In the literatures of Ott et al. (2011) and Li et al. (2014), the review data of the three
domains of hotel, restaurant and doctor were collected. Real reviews come from online
review sites, fake reviews come from Amazon’s mass intelligence platform (AMT) and
experts and scholars.

Among the fake reviews, hotel domain: Ott et al. (2011) collected a total of 400
reviews all from AMT and Li et al. (2014) collected a total of 540 reviews of which
140 were written by experts and 400 articles were collected from the research of Ott
et al. (2011); restaurant domain, a total of 320 reviews were collected, among them,
200 articles came from Amazon’s AMT, 120 articles came from restaurant employees;
doctors domain, a total of 232 reviews were collected, of which 200 articles came from
Amazon’s AMT and 32 articles came from hospital doctors.

In real reviews, Ott et al. (2011) collected a total of 400 reviews in the hotel sector,
from TripAdvisor. Li et al. (2014) scholars collected 200 reviews each in the restaurant
and doctor domains, all from TripAdvisor review sites. This study uses reviews from
these two researches, the data collection can be seen in Table 1.

4.2 S-O-R Category Data

Some examples of the 14 categories and the number of words in each category are
listed in Table 2.

Table 1. Data collections

True reviews Fake review (AMT/expert) Source

Hotel 400 400/140 Ott et al. (2011)
Li et al. (2014)

Restaurant 200 200/120 Li et al. (2014)
Doctor 200 200/32 Li et al. (2014)
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4.3 Comments and S-O-R Word Characteristic Weights

The characteristic weights were calculated for every article in three domains. The
weight value was between 0 and 1, and this showed the word usage weight ratio of
comment in the category. Tables 3, 4 and 5 show the result.

4.4 Method 1: S-O-R and Characteristic Weights of Comments

The identification accuracy of Method 1 results are presented in Table 6. Eight clas-
sification algorithms were used: k-nn, naïve bayes (NB), decision tree, random forest
(RF), gradient boosting machine, SVM, XGBoost (XGB), and deep neural networks
(DNNs). DNNs had the highest performance in the hotel and restaurant domains with
an accuracy of 62.08% and 63.6%, respectively.

4.5 Method 2: Word Vector Frequency Characteristics

Tables 7, 8 and 9 present an average word vector summary of the three domains, v1–
v14 were the following 14 categories in order: action, differ, discrepancy, hear, cer-
tainty, see, feel, causation, desire2, tentant, insight, desire1, perceptual, and cogproc,
D1–D400 were 400 fake comments, and T1–T400 were 400 true comments, D and T
Average were the average distances of each category between fake and true comments.

Table 2. Volume of words of 14 categories

Categories Example No. of words

S (Stimulate)
Perceptual ache, aching, acid, acrid, appear… 433
see appear, appearance, appeared, appearing… 126
hear audibl, audio, boom, cellphone, choir… 92
feel ache, aching, brush, burn, burned… 128
O (Organism)
cogproc abnormal, absolute, absolutely, accept… 797
insight accept, accepts, accepted, accepting… 256
causation activate, affect, affected, affecting, affects 133
Discrepancy abnormal, besides, could, couldn’t… 82
tentant allot, almost, alot, ambigu, any… 179
certainty absolute, absolutely, accura, all… 113
differentation actually, adjust, against, aint, ain’t… 77
desire1 abjure, abnegate, absence, ache… 351
desire2 ache, actuation, aim, allurement… 136
R (response)
action accomplish, achieve, attain, benefit… 32

720 C.-S. Wei et al.



The average word vector tables of the hotel and restaurant domains revealed that
the values of D Average were smaller than those of T Average, which signified that
words used for writing fake comments were closer to the categories selected with S-O-
R theory. In the original assumptions, fake comment writers may have used the S-O-R

Table 3. Average character-
istic weights in hotel field

Table 4. Average characteris-
tic weights in restaurant field

Table 5. Average characteris-
tic weights in doctor field

Table 6. The Method 1 result

Classification algorithm Hotel Restaurant Doctor Average

KNN 54.16% 57.02% 55.35% 55.51%
NB 59.15% 61.98% 60.11% 60.41%
DT 57.08% 57.02% 60.71% 58.27%
RF 59.16% 59.50% 61.90% 60.19%
GBM 57.08% 57.85% 61.30% 58.74%
SVM 47.91% 47.93% 63.09% 52.98%
XGB 58.33% 60.33% 63.09% 60.58%
DNN 62.08% 63.60% 61.90% 62.53%
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Table 7. Average word vector summary in hotel domain

Table 8. Average word vector summary in restaurant domain
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structure to promote products in the store. Thus, consumers accepted related stimula-
tion and purchased products after reading the comments.

However, different outcomes were observed in the medical domain, and the D
Average values were all larger than the T Average values in every category. Therefore,
the words used in the true comments were related to selected dictionaries with S-O-R
theory. The differences between D Average and T Average in the hotel, restaurant, and
medical domains were 0.033, 0.039, and 0.014, respectively. This finding can be used
as reference when discussing word usage differences when writing comments on the
three domains.

Table 9. Average word vector summary in doctor domain

Table 10. The Method 2 result

Hotel Restaurant Doctor

KNN 66.66% 65.28% 69.64%
NB 68.75% 65.29% 66.66%
DT 63.75% 64.46% 65.47%
RF 73.75% 73.55% 71.42%
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Method 2 indicated the classification results of adding 15 words vector frequency
characteristics with S-O-R characteristic values from Method 1. The method results are
listed in Table 10. The classification algorithm RF are the greatest performance.

Table 11 presents the accuracy of true and fake comment identification in the
medical domain after training the data from two other domains and excluding data from
the medical domain. In the method results of Method 2, the XGB classification algo-
rithm performed the most satisfactorily (69.06%), followed by GMB and SVM
(67.26%). These results all were higher than the 55.7% produced by Ren and Ji (2017)
by using ANNs and the 64.7% by Li et al. (2014) by using SAGE.

All classification algorithms were compared with Method 1 and listed. All algo-
rithms of Method 2 except for NB exhibited higher performance than did those of
Method 1. The average value of all classification algorithms was 60.93%, and this
improved by 4.11% when Method 2 was used. From this experiment, the addition of
word vector frequency characteristics could enhance the accuracy of the extraction of
the word characteristic frequency used in true and fake comments. Thus, establishing
an interdisciplinary identification model for fake comments can be accomplished.

5 Conclusion and Future Research

Online shopping has a new consumption model. Online reviews are of great signifi-
cance to consumers, e-commerce platforms, and stores. Due to the habit of consumers
to refer to reviews before buying, shop owners will write fake reviews to promote
products as a boost. In the face of real and fake comments on the Internet, e-commerce
platforms have an obligation to protect consumers and maintain the quality on the
platform. Therefore, the ability to develop a system that can quickly identify the
authenticity of online reviews is an important issue for online platforms.

This research is aimed at the reviews in the three domains of hotel, restaurant, and
doctor, and attempts to develop a model that can discriminate true and fake reviews
across domains. After using SOR theory to select the corresponding category fonts
from the LIWC font to calculate the feature values, word2vec is used to increase the

Table 11. Result comparison of Method 1 and 2

Doctor Method 1 (SOR characteristic
weight)

Method 2 (SOR characteristic weight + Word
vector)

KNN 55.35% 64.28%
NB 60.11% 60.07%
DT 60.71% 63.09%
RF 61.90% 66.07%
GBM 61.30% 67.26%
SVM 63.09% 67.26%
XGB 63.09% 69.06%
DNN 61.90% 63.25%
Average 60.93% 65.04%
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frequent features of the word vector, and it becomes a cross-domain model that can
effectively discriminate between true and fake reviews.

Many deficiencies were discovered after the end of the research. We have provided
2 points below in terms of limitations and recommendations:

1. In this research, the labeled reviews are used to focus on the three areas of hotel,
restaurant, and doctor. In the future, if data from other domains can be used as
training materials for modeling, we can explore whether data in different domains
can also be applied rule.

2. In future research, because the idioms used in each generation are different.
Therefore, it is suggested to expand or update the related category fonts based on
the SOR theory to maintain or improve the discrimination accuracy, and at the same
time explore whether the category fonts will change over time.
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